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Capital Structure Choice and the Firm Value in Australia: A Panel Data Analysis under the Imputation Tax System
Abstract

This paper examines the empirical effects of corporate capital structure (financial leverage) on the market value of a selection of firms listed in the Australian Stock Exchange, developing a direct value-leverage model. Employing least square dummy variable (LSDV) method to a pooled time-series and cross-sectional data set, the results suggest that the value of a firm rises significantly with financial leverage. More specifically, there is a statistically significant positive effect of total, total interest bearing, and long-term financial leverage on the market value of a firm, suggesting that leverage matters even in a (full) dividend imputation tax system, like the one in Australia. 

Introduction

Do corporate financing decisions affect firm value? How much do they add and what factors contribute to this effect? An enormous research effort, both theoretical and empirical, has been devoted towards finding sensible answers to these questions since the work of Modigliani and Miller (1958, 1963).  Although opinion is not unanimous on which factors are most important or how they contribute to firm value (Shyam-Sunder and Myers (1998), Fama and French (1998)), the extant literature suggests two sources of effects: tax and non-tax sources
. When the tax deductibility of interest within the corporation creates a clear gain to leverage (Modigliani and Miller, 1963), personal taxes act to reverse this effect (Miller, 1977). In a recent US study, Graham (2000) revealed that the capitalized tax benefit of debt is about 10% percent of firm value and that the personal tax penalty reduces this benefit by nearly two-thirds before the tax Reform Act of 1986 and by slightly less than half after tax reform
. 

Australia introduced a dividend imputation tax system (DITS) in 1987 in which a full imputation credit is allowed to eligible shareholders (excepting certain classes of investors) for the taxes paid at the corporate level. Although interest payments remain tax deductible corporate expense, this system integrates corporate and personal taxes, and both interest and dividends from Australian operating activities are ultimately taxed once at the investor’s marginal tax rate. The level of Australian corporate tax becomes irrelevant. This can reduce the tax-reducing benefit of interest deductions at the firm level and provide a tax incentive to reduce the magnitude of debt in the firm’s capital structure. Twite (2001) found empirical support for the latter in Australia. His results indicate, among others, that subsequent to the introduction of a dividend imputation tax system the aggregate proportion of debt in corporate capital structures declined. The present paper examines the effect of corporate capital structure on firm value in Australia. Specifically, this paper develops a multivariate econometric model of value-leverage relationship and estimates the overall effect (both tax and non-tax effects) of capital structure choices on the market value of selected firms in Australian subsequent to the introduction of DITS, over the period from 1988 through 1997.  To the best of my knowledge, no such study examined this effect under imputation tax system, especially in Australia.
The remainder of the paper is organised as follows. Section 2 discusses theoretical basis and develops the value-leverage models. Section 3 describes the empirical models and estimation methods. Section 4 presents the regression results, and Section 5 provides discussion and conclusions.
2. The Theoretical Framework and the Model
2.1 Theoretical Framework
In their tax-corrected paper, Modigliani and Miller (1963) show that when corporate tax laws permit the deductibility of interest payments, the market value of a firm is an increasing function of leverage
. With corporate income tax rate (c, and ( on an after tax basis, the equilibrium market value of levered firm is given by
: 


VL= (X (1-(c)/( + (cDL                                          (1)

Where, (X equals expected earnings before interest and taxes,(X (1-(c)/( = Vu, value of the firm if all-equity-financed, and (cDL is the present value of the interest tax-shield, the tax advantage of debt. Given (X, VL increases with the leverage, because interest is a tax-exempt expense. While this relationship successfully introduces the potential effects of corporate taxes into capital structure theory, providing a supply side explanation of the existence of debt, it leads to an extreme corner solution as the firm value is maximised when 100 percent debt finance is used. In reality, few such firms exist probably because of the uncertainty of interest tax-savings, and the existence of personal taxes (Miller, 1977) and non-debt tax shields (DeAngelo and Masulis, 1980) putting limit to this limitless tax advantage to debt. 
Taken into account of the Miller’s (1977)
 demand side effect incorporating the personal income tax along with the corporation income tax, the gain from leverage, GL, for stockholders in a firm holding real assets can be shown to be given by GL = DL(1-[(1-(c)(1-(pe)/(1-(pd )]).  Therefore, the market value of a levered firm incorporating the effect of both corporate and personal taxes can be expressed as follows:
VL =VU+DL (1-[(1-(c)(1-(pe)/(1-(pd )])                                         (2)

Where, (pe and (pd are the marginal tax rates applicable to a firm’s equity and debt holders respectively. Important implication of expression (2) is that, the tax gain from leverage is now lower than (cDL, because the higher tax liabilities on interest at the personal level offsets the interest tax-shield benefit from leverage at the corporate level. 
Miller suggests tax-induced preferences for investors’ debt/equity choices (Miller’s ‘clientele effect’) with  i)  (1-(c)(1-(pe) > (1-(pd) indicates a preference for equity, ii)  (1-(c)(1-(pe) < (1-(pd) indicates a preference for debt and iii) (1-(c)(1-(pe) = (1-(pd), investors are indifferent between debt and equity, but firms will supply both the securities, because the tax advantage of debt vanishes completely at this point and, in equilibrium, the equality of (iii) holds for all firms. Hence, there is an aggregate optimum debt level for firms as whole, which depends on the corporate tax rate and the funds available to individual investors in the various tax brackets. No single firm can influence that. Therefore, for an individual firm, capital structure does not matter
. 
Bankruptcy Cost 
Up until now the premise of our analysis was limited by the assumption of a perfectly competitive frictionless capital market with common information and certainty of (investment) outcomes. The existence of bankruptcy costs is capable of changing the conclusions of classical models because it is a value-reducing (statutory) event when a levered firm is unable to pay back creditors. Holders of debt bear the ex-post costs of bankruptcy, passing on the ex-ante costs of bankruptcy to equity holders in the form of higher interest rates, which lower the valuation of the firm. Thus, bankruptcy costs have a negative effect on firm value, trading-off any tax advantage to debt. Therefore, a number of authors (e.g., Baxter, 1967; Kraus and Litzenberger, 1973; Scott, 1976; Kim, 1978; Brennan and Schwartz, 1978) have suggested that the expected cost of bankruptcy/financial distress is the factor missing in the Modigliani and Miller (1958, 1963) models
, and that balancing the tax advantages of debt against the expected cost of bankruptcy raises the possibility of an optimal interior capital structure for a firm. The fundamental format for each of those models can be summarised as follows:

VL= (X (1-(c)/( + (DL - bDL                                                         (3)
VL =VU+(DL- bDL                                                                         (4)
Where, ( = (1-[(1-(c)(1-(pe)/(1-(pd )]), and b is the present value of the bankruptcy cost per dollar of debt
. The optimal capital structure will occur by maximizing the firm value at the point where the present value of the marginal tax shield (benefit) on interest payments equals the present value of the marginal expected bankruptcy costs of debt e.g., the following condition holds: 
(V/(DL = (( (DL)/(DL - ((bDL)/(DL = 0                                                 (5)

or
(( (DL)/(DL = ((bDL)/(DL.                                                                      (6)
In this trade-off model, the optimal capital structure for a firm can be obtained without resorting to Miller’s personal taxes, in which a higher tax advantage of debt, (cDL is traded-off against the present value of bankruptcy cost of debt, bDL.
The bankruptcy costs model has considerable intuitive appeal because it provides an explanation for the co-existence of debt and equity in the individual firm’s capital structure. Its argument, however, rests on how significant these costs are to completely offset the tax benefits of leverage. Myers (1984), while acknowledges the existence of bankruptcy costs, cast doubt about the magnitude of these costs.
Agency Cost 

Jensen and Meckling (1976) used the agency relationship, and thus agency costs to explain the existence of optimal capital structure at the firm level. They argue that separation of firm’s control (management) from its ownership may create conflicts of interest between agents and costs to the firm, known as agency costs of equity,  because managers may be engaged in value non-maximising activities such as investing less effort in managing the firm resources and/or transferring firm resources for personal benefits e.g., excess perquisites consumption. In a related paper, Parrino and Weisbach (1999) empirically estimate that the agency costs of debt are too small to offset the tax benefits. However, debt mitigates the manager-shareholder conflict and reduces the agency costs of equity by raising the manager’s share of ownership in the firm, as increase in debt, holding the manager’s absolute investment in the firm constant, increases the manager’s share of equity. Also, debt can reduce agency costs of equity by reducing the amount of ‘free’ cash available to managers to engage in the pursuits (Jensen, 1986) since debt commits the firm to pay out cash.  

But, debt can create “asset substitution effect” by creating the incentive to invest in value-decreasing projects where the equity holders may benefit from “going for broke”, i. e., investing in very risky projects, even if they are value decreasing but ultimately bear the cost ex ante
. Also, to protect themselves, debt holders monitor the firm (imposing monitoring costs) and impose covenants (covenant costs), both of which can be described as agency costs of debt. Debt can cause under-investment problems as well, as the manager of a highly geared firm may miss out on valuable investment opportunities, reducing the value of his firm. 

Due to the agency costs attached to both debt and equity, an optimal capital structure is obtained in the agency approach by trading-off the agency costs of equity (the benefit of debt) against the agency costs of debt and by minimizing the total agency costs involved in issuing debt and equity. If a dollar of debt reduces the present value of the agency costs of equity by ce and increases the present value of the agency costs incurred by cd (which is assumed to be generally lower than ce), the total benefit of debt used by the firm, DL, would be (ce- cd) DL.. Considering this as an addition to the total value of the firm in excess of the value added by debt-tax shields, the total market value of the firm can be expressed as: 

 VL =(X(1-(c)/( +( (-b)DL +(ce -cd)DL                                                  (8)

or
VL =(X(1-(c)/( +(DL                                                                         (9)

Where, ( = ((+ce)-(b +cd). In equilibrium, ((+ce) = (b +cd), and an optimal capital structure for individual firms is obtained at the margin.  The above theoretical discussion and simple mathematical exercises show that there may be both tax and non-tax benefits associated with debt financing of a firm, which are traded-off against the tax and non-tax costs associated with debt to obtain the firm’s optimal capital structure. The coefficient of debt,( , in equation (9) includes both the tax and non-tax effects of debt.
There are other theories of capital structure in different settings such as non-debt tax shield, pecking order, corporate control, signalling and so on. Their results, however, do not change the form of the equation derived above. Existence of several tax shelters such as investment tax credits, depletion allowances and depreciation on fixed assets may limit the tax-advantage of debt as they may reduce utilization of available interest tax credit (DeAngelo and Masulis, 1980; and Dammon and Senbet, 1988). However, adjusting for the present value of costs and benefits that these theories may suggest with the coefficient of DL, will keep the form of the equation unchanged.
2.2 Australian Imputation Tax System and Firm Valuation 
A number of countries including Australia, Germany, Italy and New Zealand are now employing an alternative (full) dividend imputation tax system (DITS). Australia adopted a dividend imputation tax system (DITS) for Australian resident taxpayers from 1 July 1987, prior to which a classical tax system existed. DITS integrates corporate and personal taxes and both interest and dividends are ultimately taxed once at the investor’s marginal tax rate.  Australia’s DITS applies to dividends paid by resident Australian companies to resident individual shareholders and a limited class of other shareholders, including Australian pension funds. Companies pay taxes at the statutory corporate tax rate, (c, which determines the level of franked dividends (paid from after tax income) and, conversely, the level of unfranked dividends (paid from before tax income). A full imputation credit equal to ((c/(1-(c)% of the amount of franked dividend is allowed to eligible shareholders for the taxes paid at the corporate level. Shareholders pay personal taxes on their grossed-up total taxable income (that is, dividend plus tax credit and other taxable income) at the shareholders’ individual statutory marginal tax rate (p. Thus, for any franked dividend received, the shareholders are  taxed on a grossed-up dividend comprising the cash dividend plus tax credit, and are allowed to apply the tax credit against any tax payable on the shareholders’ income from all sources, including the grossed-up dividend.  Unfranked dividends do not include any tax credit, but the same personal tax rate applies.

Non-resident foreign and tax exempt investors are not eligible for imputation tax credits.  Also, residents investors with too low taxable incomes (to make them liable to tax or the franking credit exceeded their overall tax liability) were not allowed to claim imputation credits to get a refund of tax before1 July 2000, over the sample period. Further, there is no carry forward of tax credits or cash refunds. Any tax credits not used in the current tax year are lost. Non-resident investors are subject to withholding taxes on unfranked dividends received, but tax exempt foreign funds can usually get an exemption from withholding taxes on unfranked dividends. Franked dividends are not subject to withholding tax for them.  Australian pension funds are taxed 15%, a lower rate than both the corporate and marginal personal tax rates.

Realized capital gains and losses are taxed at the investor’s statutory marginal income tax rate.  Capital losses in excess of capital gains in current year cannot be offset against other income, but can be carried forward to be offset against the future capital gains.  The cost base of the asset is inflation indexed for the purpose of calculating the capital gain (but not the capital loss) for assets held for 12 months or more.  Non-resident shareholders are not subject to Australian capital gain taxes on gains and losses in Australian listed shares/equities.

Interest payments (arising from both domestic and foreign sources) are a tax deductible expense for companies. For individuals, interest is taxed at the investor’s statutory income tax rate(p.

In general, for Australian resident taxpayers Australia’s DITS works as follows
. Corporate tax is paid by firms. Interest paid is tax deductible for companies, but lenders pay tax on interest income at the personal tax rate (p and receive (1-(p) after tax. The tax treatment of dividends depends on whether dividends are ‘franked’ or ‘unfranked’. For each dollar of unfranked dividends shareholders pay tax of (p and receive (1-(p) after tax. On franked dividends shareholders can claim full credit for the taxes paid at the firm level, so that  for each dollar of taxable income, the company pays (c in corporate tax and shareholders pay, after allowing for the tax credit (c, a further ((p-(c) in personal tax and receive (1-(c)-((p-(c) = (1-(p) after tax. Thus, income distributed as dividends and interest to resident shareholders and bondholders in Australia is effectively taxed once at the personal tax rate. The corporate tax is ultimately eliminated, and therefore, irrelevant. 

With the corporate tax rate effectively zero, the size of the gain from leverage, GL (as demonstrated by Miller (1977) and included in equation (2) in this paper), will depend on the balance between the personal tax on interest income and that on equity income (dividends and/or capital gains), in this case, as follows:

GL = DL [1-{(1-(pe)/(1-(pd)}]                                               (10)

Since, we have (pe = (pd =(p, GL = 0.  While this result is a fully franked dividend, the outcome is unaffected by whether the dividend is fully franked, unfranked or partially franked (mixture of fully franked and unfranked). Thus, it is generally likely that no tax benefit to corporate leverage exists under the Australian imputation tax system. An effective full dividend imputation tax system favours neither debt nor equity; therefore, the choice of capital structure does not affect firm value, when only the tax benefit to leverage is considered. The imputation system is, therefore, generally neutral between debt and equity.

The neutrality or irrelevance of the debt-equity choice, however, depends on several factors such as full dividend imputation, immediate payout of all profits as franked or unfranked dividends, and no time delay between the payment of corporate tax and the benefit of the imputation tax credit to shareholders. The degree to which these factors do not hold contributes to a DITS not being fully integrated. Some DITS are partial, and the corporate rate is positive. In these circumstances, the analysis under the classical tax system holds. The degree of tax-integration also varies across countries, depending on the DITS allowing the tax credit given to shareholders for the paid corporate taxes. In partially integrated DITS such as in Canada, Spain and the United Kingdom, the tax credit is less than the corporate tax rate. Alternatively, Australia and New Zealand are close to fully integrated systems for domestic investors. They permit shareholders to receive a tax credit for the full amount of corporate taxes paid. This effectively eliminates corporate tax and means that dividends are really only taxed at the personal level, just like interest income from debt. There are, however, a number of other factors that detract from its being fully integrated such as the existence of a mixture of investors who face different tax regimes contributes to the system not being fully integrated. Thus, other results are also possible if profits are retained or investors are tax-exempt (See Benge, 1997; and Peirson, et al. 1998). 

Corporate tax becomes relevant when the system is not fully integrated. Excluding certain classes of investors, the Australia’s DITS is only partially integrated. Obviously, the tax-exempt investors should prefer to invest in debt under this system, as the returns from debt are taxed neither at the company level nor at the personal level, while the returns from equity are effectively taxed at the corporate tax rate, and tax-exempt investors are unable to obtain any imputation tax credit from franked dividends.  However, this does not necessarily mean that shareholders can gain by investing in companies borrowing from tax-exempt investors, because there are few tax-exempt investors and the interest rate paid by companies will have to be sufficiently large to attract taxable investors to become lenders.

The case of retention of profits is somewhat complex. The preferences will depend on the combined effects of the three tax rates i.e., (c, (p and the capital gain tax rate, (g. To the extent that the tax on capital gains is incurred upon realisation, it can be expected that (g<(p, and a tax-induced preference for equity exists. Peirson et al. (1998) and Twite (2001) demonstrated that the imputation tax system in Australia is either neutral, or the bias, if there is any, favours equity rather than debt as a source of company finance. Borrowing by companies from the top tax bracket investors would reduce their market value. Benge (1997) also obtained a similar result in an optimising framework. Therefore, there may still be potential bias in favour of debt from the tax system.

An important factor that may help companies to gain from leverage is the fact that overseas investors in Australian companies are outside the imputation tax system and are effectively still operating under the classical tax system. Consequently, companies with large overseas ownership are expected to reap tax benefits. 
Since then, a number of Australian studies have examined various aspects of the incentives provided by the Australian tax system including the Bureau of Industry Economics (1990 and 19993), Jones (1993), Sieper (1995), and Benge (1997). There have also been a number of studies by the Economic Planning and Advisory Council (EPAC) including Pender and Ross (1993) and by the Reserve Bank of Australia such as Morling and Pleban (1992). Recently Twite (2001) found evidence of declining aggregate leverage subsequent to the introduction of imputation tax system. These studies provide many useful insights (mostly theoretical) into the incentives that the Australian tax system can create. The purpose of this discussion, however, is to aid an empirical examination of how, and to what extent, the Australian tax system affects a firm’s value. 

To summarise, although it is generally likely that the Australian dividend imputation tax system provides no tax benefit to leverage, the ultimate result depends on which of the above mentioned taxpayer groups is the marginal investor and determines the value of the firm. 

2.3 Other (Control) Factors Influencing Firm Value 
Up to this point, our focus was solely on the role of financial policy as a determinant of the value of the firm. There are, of course, many other factors that influence firm valuations in the real world. Some of them are so large and systematic that they need to be directly incorporated into the model rather than impounding them in the general disturbance term. 
2.3.1 Growth and Valuation
“Growth potential” or future investment opportunity is obviously one of the most important factors that influence the value of a firm. Miller and Modigliani (1966) confined it  “ in the sense of opportunities that the firm may have to invest in real assets in the future at rates of return greater than a “normal” rate of return (i.e., greater than the cost of capital).” Following the Miller and Modigliani (1966) explanation about the corporate earnings growth models, equation (9) can be modified to express the current market value of the firm as follows:


VL =(X(1-(c)/(+(DL+G                                                                          (12)

Where, G is the net present value of the future earnings growth. Although MM has applied his valuation model in cross-sectional study, the same analogy applies to the dynamic or panel data analysis.
2.3.2 Dividend Policy and Valuation
The analysis of the tax treatment and valuation effect of dividends in section (2.2) was based on the implicit assumption that dividends have no other benefit except providing cash to the shareholders. Economists appear to have contrasting views in this regard. Miller and Modigliani (1961) demonstrate that firm value is independent of dividend policy in a perfect capital market setting, but speculate an information effect of dividend announcements under information asymmetry. Gordon (1967) concludes that the rate of return investors require on a share and the corporation’s cost of capital both increase with the fraction of income corporations retains. Bhattacharya (1979), John and Williams (1985), Miller and Rock (1985) and Asquith and Mullins (1986) develop models with the “signalling hypothesis”, while Easterbrook (1984) and Jensen (1986) use agency theory to argue that dividend payments can reduce agency costs. Both information content and agency cost arguments identify the potential benefits of dividend payments (initiations). Despite an extensive debate between proponents of ‘old view’ and proponents of the ‘new view’ who tend to argue that mitigation of agency problems and signalling functions of dividends may be provided in other ways (see Sinn, 1991, or Zodrow, 1992), there is general agreement in the empirical and theoretical literature in finance that, on average, dividend payments (initiations) have a positive impact on a firm’s value, though the precise amount of the effect is impossible to determine a priori.
Given the uncertainty as to the size of the dividend policy effect, we can simply add, following the course of previous valuation studies (Miller and Modigliani, 1966; Sarma and Rao, 1969; Rao and Litzenberger, 1971), a dividend term with unspecified coefficient to the structural equation (12) and let the sample determine its value. 
2.3.3 Size and Valuation

The valuation functions have been assumed as linear homogenous functions of the independent variables. This homogeneity implies, among other things, that a given proportionate change in the values of all the independent variables leads to an equal proportionate change in the market value of the firm. The previous studies (Gordon, 1962, for example), however, suggest that the true market capitalization rate for the expected earnings of large firms may possibly differ systematically from that of small firms in the same industry, implying a non-linear relationship between size and market value of firms. Therefore, it is important that we incorporate the size or scale effect in the valuation of assets.

There are a number of possible ways of incorporating the size or scale effect into the valuation model. Unlike Miller and Modigliani (1966) who impounded the size effect into the constant term, Rao and Litzenberger (1971), following the suggestion of Crockett and Friend (1967) and Robichek et al. (1967), included a separate independent variable into the valuation model for an explicit accounting of the size effect. We also followed this latter procedure to account for the size effect. 
2.3.4 Risk and Valuation
Risk has a major impact on the value of a firm. According to the standard capital asset pricing model (CAPM), the required rate of return on a firm’s stock is directly related to its systematic risk
. One of the most important implications of this risk-return relationship is that, given the firm’s expected cash flow, changes that influence its systematic (beta) risk have the direct impact of increasing or decreasing its required rate of return. It is, therefore, important to relate this effect to the firm’s ultimate objective of maximizing shareholders’ wealth. That is, to relate risk to the market value of firms
. Assuming a constant growth in dividend, g, the fundamental common stock valuation model, the dividend valuation model, which states that the present market value of a share of common stock is equal to the present value of all expected future dividends, specifies the market value V of a share of stock i as:
V= P0 =D0(1+g)/(Ri-g)                                                                      (13)

where, P0 is the price today, right after the receipt of the cash dividend, D0 and Ri is the required rate of return on the stock which is based on the risk-free rate of return and the risk premium appropriate to the stock in question. From the above valuation model, it is clearly evident that changes that have influence of increasing or decreasing the perceived risk, and hence the rate of return required by the investors, Ri, also have a respective inverse effect on the market value of the firm. Increased risk lowers the market value of the firm’s stock and reduced risk increases the value of its stock ceteris paribus. Therefore, risk is an important factor in the valuation of assets of the firm. We use the market model beta to incorporate the effects of this risk factor in determining the firm value.

2.4 The Value-Leverage Model

The above analysis of the theories of leverage and valuation leads to the following structural equation for the value of a levered firm, VL:

VL = a0+a1(X(1-(c)+a2G +a3R+ a4P + a5Z+a6DL + (                      (14)
where, a1=1/( is the marginal capitalization rate, a6 = ( (in equation 9), which measures overall (both the tax and non-tax) effects of leverage on a firm’s value is the main focus of this analysis, and a2 a3, a4, and a5, respectively, measure of the effects of growth potential, systematic risk, dividend payouts and the effects of size or scale on firm value. Varepsilon is the stochastic or random component of VL or simply the error term. 

3. Empirical Models and Estimation Method

3.1 Variables and Measures

This study analyses the effects of financial leverage on firm value of a selection of Australian firms. The key variables involved are the market value of the firm, the tax adjusted earnings, (X(-(R), of the firm, and different debt ratios. In addition, growth, firm size, dividend payout and beta risk have been used as control variables. We estimate the effects of debt-equity choices on the firms’ market value in a panel data framework. Since most of the variables used are proxies for actual variables, it is very important that the constructed variables are defined properly. 

Financial Leverage (FL)

FL or the debt-equity ratio (DR) is one of the most important variables in this study. As most capital structure theories and finance textbooks suggest, a number of DRs can be used to measure the degree of FL employed by a firm, depending on the purpose of the measurement and objective of the study. Previous empirical capital structure studies have used a large variety of DRs as measures of financial leverage. 

Finance theories are generally couched in market value terms, but debt is only ever measured in book value terms in financial databases, and in practice, firms use various kinds of debt such as short-term debt, long-term debt, interest bearing debt, non-interest bearing debt etc. Maturity structure can vary from long-term, medium-term, very short-term and so on. The primary issues related to using a variety of FL measures in empirical studies are two-fold: definitions of debt and the choice of values. 

Taking account of the issues and comments made by Bowman (1980) Titman and Wessels (1988), Bradley et al. (1984), Long and Malitz (1985), Weiss (1990) and Hamson (1992) about firm value and debt measures, we have defined the value of a firm, V (equivalently VL), as the market value of equity plus book value of long-term debt and total short-term or current liabilities. This definition of the market value of the firm assumes that the face value of debt is fixed while the interest rate is variable. It also assumes the non-interest bearing short-tern liabilities as a part of the total debt of the firm. Although this is inconsistent with tax-based theories, it is fairly consistent with the agency costs, pecking order and other information asymmetry theories of corporate capital structure. V scaled by the fixed assets (FA) has been used as the measure of market value of the firm.

Debt has been defined in three different ways. They are: 1) book value of long-term debt plus book value of total current liabilities (D1); 2) book value of long-term and short-term interest bearing debt only (D2); 3) book value of only long-term debt (D3). These three measures of debt scaled by the fixed assets (FA) of the firm have been used as the measure of financial leverage or capital structure or debt-equity ratio (DRs) of the firm as:  DR1 (= D1/FA), DR2 (= D2/FA), DR3 (= D3/FA). Leverage measures scaled by the market value of the firm have not been employed to avoid the potential inverse correlation effect with the dependent variable, which is unavoidably the market value of the firm. Following Sarma and Rao (1969), we also experimented with total assets instead of fixed assets for deflating the firm value and leverage variables, but meaningful results were found when fixed assets were used.

 Control Variables

The expected tax adjusted earnings, (X(-(R), is the key control variable in the value-leverage relationship analysis. This is the expected income for the equity holders of the firm had there been no debt, and capitalizing this expected earnings at the rate of return expected by them (stockholders) would give the total market value of the firm, ceteris paribus. X( [= X(1-( )+ (R] is the expected earnings after taxes and before interest, as it actually come onto the market for sale to the various security purchasers
. R= iD, is the total interest on outstanding debt. We have excluded preferred dividends, because very few of the sampled firms had insignificant amounts of preferred stocks for which we did not get any separate disclosure for dividends. Therefore, to avoid measurement error, we excluded those firms from our analysis. We also excluded the firms, which had a net loss during our study period, because this particular variable is undefined in this case. As a result, the number of firms was reduced to 45, for the value-leverage analysis.

Dividend Payment

Firm’s dividend or payout policy is represented by the payout ratio calculated as the average cash dividend paid over the current and preceding two years divided by the average earnings available for common stockholders over the same period. This measure has an advantage over averaging the yearly payout ratios in that our procedure prevents years with near-zero income from dominating the average
.  However, in such instances of negative payout ratio, it was arbitrarily defined to be 100 percent since a payout cannot be negative. Since a negative ratio occurs only four or five times out of a possible 315 cases, the empirical results are not sensitive to the particular procedure used to remove this anomaly. This difficulty arises in all of the risk and other measures as well, which use the observed profitability as denominator.
Size of the Firm
Most of the previous empirical studies measured the firm size based on either sales or total assets. For example, very recently, Gul and Tsui (1998) have used the natural logarithm of total assets. Titman and Wessels (1988) used the natural logarithm of sales and quit rates. Other measures, for example, the natural logarithm of the sum of the market value of equity and the book value of liabilities have been used by Hamson (1992). All of these measures have been employed mainly in cross-sectional studies. In the time series analysis, the general growth of the economy can be reflected in these variables. Therefore, following Gatward and Sharpe (1996), we used the natural logarithm of the ratio of total assets to the M3 definition of the Australian money supply to remove the effects of general growth in the economy over time from this variable
. The log transformation is generally used, because its distribution more closely conforms to the properties of symmetry and normality. Also the cross-section coefficient of variation is greatly reduced with the log transformation. However, the functional relationship of the variable with the dependent variable should be given priority. 

Growth

Several different proxy variables have been used in previous empirical studies to represent the growth opportunities of firms, for example, growth of total assets (TA) as measured by the percentage change in TA (Titman and Wessels, 1988; Gatward and Sharpe, 1996), growth of sales (Friend and Hasbrouck, 1988). Growth can also be represented by the growth of the total value of the firm, price/earnings ratios, capital expenditure over total assets, and research and development over sales as suggested by Titman and Wessels. However, growth has been defined in this study as growth in total assets. Specifically, 3-year moving averages of the yearly growth rates of total assets over the period under study were computed and used. Since the theory suggests growth opportunities of firms are negatively related to leverage, we expect the indicator of growth to have the same negative relationship.

Systematic or Beta Risk 
Empirical estimates of the familiar market model beta
, bi, have been used as a surrogate measure for the systematic or theoretical beta risk of the firms. Betas were estimated using monthly returns over a moving 36 months period ending in June for each of the 45 firms in least-square regressions of the following form:


Rit = ai + biRmt + eit    i= 1, .. .., 45; t= 1, .. ..,36;
where Rit and Rmt are ex post returns for security i and the market , respectively;  eit is the disturbance term in the equation and bi is the estimate of the theoretical beta for security i. Our use of moving three-year (36-month) estimates considers the beta non-stationarity over the years. Moreover, our estimation does not involve the portfolio beta.

3.2 Data

The variables discussed in the previous sections were analysed over the time period from 1988 through 1997. The source of all the data is Data Stream. All Australian non-financial firms available in Data Stream (at the time we extracted data) were considered for the preliminary analysis. The year-end company accounts and balance sheet items relevant for the indicators were used for our analysis. 

From the total sample, we deleted all the firms that did not have a complete and consistent record on the variables included in the analysis over the 10 year period. Furthermore, since many of the variables are scaled by total assets or average operating income, we were forced to delete a small number of observations that included negative values for one of those variables. These requirements may bias our sample toward relatively old and larger firms. In total, 45 firms were available for our final analysis.

Three-year moving averages of the sample variables were used, except when mentioned otherwise. This averaging reduces the measurement error due to random year-to-year fluctuations in the variables.
3.2 The Statistical Model 
Unlike most of the previous empirical studies, the present study applies the following least square dummy variable (LSDV) or fixed effect model (FEM) to estimate the said relationship using pooled cross-section and time-series data. 
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In this setting of the model, we estimate a regression with a common slope but different intercepts for each individual cross-sectional unit. It assumes that differences across economic units can be captured in differences in the constant term and it is not applied to additional units outside the sample. In alternative settings, it might be more appropriate to view individual-specific constant terms as randomly distributed across cross-sectional units and take ( i in the FEM, Eq. (15), to be modelled as
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(  is an unknown parameter that represents the population mean intercept, and (i is an unobservable random disturbance that accounts for individual differences in firm behaviour.  Substituting the model of parameter variation Eq.(16) in Eq.(15), we obtain 
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In this formulation, we estimate a regression model with a common intercept and common slope. This model is known as the error components or random effects model (REM). The choice between these

two models, therefore, depends on the nature of the data set and the purpose of the study.
 Nevertheless, LSDV is a commonly used method of pooling cross-section and time-series data. It has one considerable virtue that there is no justification for treating the individual effects as uncorrelated with the other regressors, as is assumed in the random effects model. Besides, Johnston and Dinardo (1997) have shown that even when the random effects model is valid, the fixed effects estimator will still produce consistent estimates of the identifiable parameters.

Also, the choice between the random and the fixed effects formulation should depend upon the statistical properties of the implied estimators. A specification test devised by Hausman (1978) is available based on the idea that under the hypothesis of no correlation, both OLS in the LSDV model and GLS (REM) are consistent, but OLS is inefficient, while under the alternative, OLS is consistent, but GLS is not. As suggested by this test statistic (H-Value is reported in the last row of each result table), we have used the LSDV model for our analysis.

As argued by Hsiao (1986), the use of panel data for econometric estimation has, at least, three benefits over the conventional cross-sectional or time-series data approaches: ‘(1) identification of economic models and discriminating between competing economic hypotheses; (2) eliminating or reducing estimation bias; and (3) reducing problems of data ‘multicollinearity’. Also, it provides a large number of data points, and consequently, greater degrees of freedom for analysis, for a given set of cross-sectional units (sample size). However, modelling in this setting requires some quite complex stochastic specifications. 
Specifically, to evaluate the impact of the debt-equity choice on the value of the firm, equation (14) has been estimated, by using the computer package LIMDEP 7.0, as follows
: 


(V/FA) it = a1((X(-(R)/FA)it+ a2GRit+ a3BETAit+a4DPit

+a5ln(TAM3)it+ a6DRit+( it                                             (18)

where,  i= 1, .. .., 45, the number of firms; t= 1, .. ..,7, the number of periods; V is the total market value of the firm as defined earlier and (X(-(R) is the expected tax adjusted income available for the equity holders of the firms had there been no debt; GR, ln(TAM3) and DP are respectively the growth rate of total assets measuring the growth opportunities of the firms; natural logarithm of the ratio of total assets to M3, the definition of Australian money supply, representing size of the firm, SZ and dividend paid scaled by the income available for the ordinary shareholders, measuring the dividend payments to ordinary shareholder;  BETA= the estimates of the familiar market model beta, bi, represents the systematic risk of the firms; FA= net fixed assets of the firms; DR= the debt-equity ratio, measures the financial leverage used by the firms; and ( is error terms. The DRs used as defined. Since all of these DRs are based on fixed assets, firm value V and the expected tax adjusted income have been scaled by fixed assets. It should be noted that firms which incurred net losses during any of the study period have been excluded from this analysis, because their value, V, is not defined based on the variable (X(-(R) for a net loss. As a result, the number of firms was reduced to 45 for this part of the analysis. 

The parameter of interest is the coefficient estimate for the leverage variable, a6, which measures the overall (both the tax and the non-tax) effects of leverage on firm value. A significant positive coefficient is, therefore, the prediction of both the tax-based and the information asymmetry theories under imperfect market conditions. However, under the imputation tax system, the tax-effect is expected to be zero or insignificant. The regression coefficient for the tax adjusted income variable, a1, may be roughly interpreted as the inverse of the cost of capital to an all-equity firm. The sign and magnitude of the coefficient estimate for the DP (dividend payment) variable, a4, are unspecified. However, an insignificant a4 (or equivalently a zero coefficient) would support the MM (1961) theory that dividend policy is a matter of indifference in an efficient capital market. Since firm size is negatively related to transaction and bankruptcy costs according to the information asymmetry theories, we expect a positive size effect. The coefficient for the BETA (risk) variable should be negative, while the coefficient for the GR (growth) variable should be positive, in general.
The efficient and unbiased estimates of the coefficients of (18) will depend on how well the resulting equations conform to the assumptions of the classical regression model, specifically the assumptions of serial independence of the disturbance terms, homoskedasticity and normality. Other likely problems include multicollinearity, spurious correlation and under/over-specification of the equations. The problem of heteroskedasticity (absence of homoskedasticity) is greatly reduced in the regressions for determinant analysis by using the log transformation of dependent leverage variables. Also, using variables in ratio forms, instead of levels, which we have done in most of the cases, reduces the likelihood of heteroskedasticity. In addition, since our analysis involves pooled time-series and cross-section or panel data, both heteroskedasticity and autocorrelation (serial dependence) corrected estimates of the coefficients have been obtained, where necessary, employing the techniques available in ‘LIMDEP 7.0’.
Multicollinearity has not been a serious problem in our analysis.  Sample outliers were identified and removed using primarily the residual method, which is usually suggested for multiple regression (Maddala, 1993). Normality of the distribution of the error terms is required for inferential purposes, i.e., to get interval estimates of the parameters and to test any hypotheses about them. However, the properties of the classical regression models, the OLS in particular, hold even if the disturbance terms do not have the normal distribution provided that the other assumptions are satisfied (Maddala, 1993). Also the OLS regression is relatively robust to moderate departures from normality for large sample sizes (Schmidt, 1976). Accordingly, given that the other corrections have been made and the reasonably large sample size, we expect that our results are unaffected by the non-normality of the disturbances distribution, if there is any.

We have already mentioned earlier in the model selection section that with panel data it is possible to obtain consistent estimates of the parameters of interest even in the face of correlated omitted effects. With this advantage of our method of analysis and the fact that we have used the variables/attributes that are suggested by the extant theories of corporate finance, we believe that our models do not suffer from any under/over-specification problems.

4. Regression Results 

One of the main objectives of this study was to examine the effects debt-equity choices on the value of the firm. To estimate these effects, multiple regression analysis was performed based on equation (18), using the least square dummy variable (LSDV) method separately for each of the three categories of debt mentioned in the previous section. Results of all of these estimates are presented in Table 1.

The last four rows of the table 1 reports the diagnostic test statistics of the estimated regressions such as the Adj-R2, the Akaike information criterion (AIC), the Hausman H-value and its probability respectively. On the basis of the H-values, the models are estimated using the Least Square Dummy Variable Method (LSDV). The Adj-R2 values show that the estimated models are able to explain about 91% (Adj-R2 ranges from 0.905 to 0.912) of the variations in firm value (although they include individual-specific effects). The AIC is like the Adj-R2 or minimum variance (

) type criterion. We choose the one with the lowest AIC.

Table 1 clearly shows that firm value is an increasing function of financial leverage as all of the estimated coefficients for the financial leverage variable are positive. The coefficients are significant for the leverage variables for total, total interest bearing and long-term debts. While the results are consistent with both Modigliani and Miller’s (1963) hypothesis that with corporate taxes firm values increase with leverage and the other capital structure theories based on information asymmetry that predict a positive effect of leverage on firm value, it is inconsistent with the Australian tax system, i.e., for the imputation tax system in particular, as it is expected that the tax benefits of debt should disappear under the full imputation tax system adopted by Australia. But, since all the coefficient estimates for the leverage variable are significant in Table 1, our results may suggest the significance of both the asymmetric information theories and/or tax effects of leverage as it is impossible to disentangle the effects of corporate taxes from these results.
The plausible explanation for this is that investors, in contradiction to the MM theorem and the prediction of the imputation tax system, prefer leverage on corporate accounts and the financial markets efficiently capture their expectations.
 The result can be rationalized in two ways assuming it as the tax effect of leverage. One, the marginal investors of the sampled firms are foreign investors who are still under the classical tax regime, therefore, value the tax savings. Two, most shareholders are high-tax investors with personal tax rates above the corporate tax rate. They prefer to delay realization to avoid higher tax payments.

The coefficient estimates for the growth variable are consistently negative in sign and significant in 1 out of 3 regressions. A positive coefficient for the growth variable could be attributed to the expected rates of return on new investments above the industry’s “normal” cost of capital. The coefficients for the risk variable are also consistently negative as expected, but insignificant in all of the regressions. The insignificance of the coefficients for the risk variable might be a reflection of the sample characteristic that we have used for firms with positive profits in this analysis. Firms with positive profits/earnings should be less risky, ceteris paribus, and relatively highly valued in the market. 

The regression coefficients for the ‘dividend paid’, DP, variable are consistently positive and significant at the one percent (1%) level in all of the regressions. The strong significant positive effect of the DP variable, thus, suggests a consistency with the traditional thesis that investors have a preference for current dividends. However, the result should be used with caution, because the DP variable was used as a control variable and, therefore, cannot be claimed to have provided a rigorous test of the effect of dividend policy on valuation.

The regression coefficient for the tax adjusted income/earnings (X(-(R) variable varies approximately from 13 to 14 depending on the specification of the regression equations. The difference, however, is meagre. Theoretically, the coefficient is equal to the inverse of the cost of capital or marginal capitalization factor, 1/(, to an all equity firm. In our models, it roughly estimates the expected marginal capitalization factor for firms, had the firms used no debt. Therefore, the estimated expected cost of equity capital of the sampled firms, (, is approximately 0.077 (1/( = 13) or 7.7 percent at the maximum. Although we have no other recent study to compare this with, it seems to be reasonable.

The coefficients for the firm size variable are consistently positive and statistically significant at the one percent (1%) level in all of the estimated 3 regressions, suggesting that larger firms have higher value per unit of investment. Thus, the results support the economies of scale in leverage related and other costs, and the diversification of investment arguments, which help minimize the risk and costs of the firm and maximize its profits and, therefore, the market value of the firm.

5. Discussion and Conclusions

The study provides an empirical analysis of corporate capital structure by examining its effects on the market value of a selection firms listed at the ASX. The study extends our knowledge on the subject in a number of ways. Firstly, it tests the validity of capital structure theories based on the direct effect of leverage on firm value, which no previous study have done. Secondly, it develops a multivariate structural model of the value-leverage relationship to enable a direct test of the effect of financial leverage on firm value. Thirdly, it provides empirical evidence on capital structure issues, applying a different methodology and data set. The least squares dummy variable (LSDV) method was employed to analyse a pooled time-series and cross-sectional data set to estimate the effects of leverage on the market value of a firm. Finally, the study adds completely new empirical evidence to the capital structure literature under the Australian full imputation tax system. To my knowledge, it is the first such empirical study to investigate the capital structure issues under a full imputation tax system, specifically in Australia.
Major Findings and Implications
In general, the value of a firm rises significantly with financial leverage. More specifically, there is a statistically significant positive effect of total, total interest bearing, and long-term financial leverage on the market value of a firm. These results are obtained when the overall effect (of both tax and non-tax factors of leverage) is considered. Thus the findings of the study suggest that financial policy or corporate leverage matters. The existence of a firm level optimal capital structure is justified on the ground that it has a statistically significant positive impact on the firm’s market value. 

Our results further imply that even the full imputation of corporate tax paid cannot eliminate the leverage bias, probably because of the openness of the economy and/or the incompleteness of the financial markets due to various natural and government imposed restrictions constraining the creation of state-contingent claims desired by investors. Openness of the economy allows foreign investors, who are still under the classical tax system, to invest in the shares of Australian companies and reap the tax benefit of corporate leverage, which resident Australian investors cannot.

The findings of the study also suggest that the benefit of leverage should be evaluated subject to its impact on the (systematic) risk on common stocks of the firm. That is, in a complex environment in which the capital market agents are risk averse, time and uncertainty are real, market imperfections impose costs and constraints, both on individuals and corporations, and hence all arbitrage possibilities do not exist for the markets to be complete for both taxable and tax-exempt securities, corporate leverage matters both for the tax and risk preference of investors. In particular, the investors’ portfolio composition (including debt) depends on several factors including the probability of each state occurring, the individual investor’s expectations about the corporation’s uncertain future prospects, the restrictions on the creation of state-contingent claims and the investors’ risk and tax preferences.

Although it was not our objective to examine the impact of dividend policy, it has been included as a control variable in the value-leverage relationship model. The findings imply that firms that pay more current dividends issue more debt, and are highly valued in the market, because investors prefer current dividend and pay higher price for the shares of those companies. This supports the signalling hypothesis.

The results also imply that by expanding its size or equivalently increasing its volume of investment a firm can increase its market value per unit of investment ceteris paribus. The financial investors therefore can increase the value of their investment by investing more in large firms. We have found a strongly significant positive size effect on the market value of firms, which might be due to the benefit of the effect of economies of scale in operating and leverage related costs and, the diversification of economic investments. Thus the result also supports the mergers and acquisitions activities of corporations to minimize costs and maximize the market value of a firm.

Limitations and Possible Extensions

Due to the non-availability of theoretically consistent actual data, using proxy variables is a usual practice in finance research. We have used proxies both for dependent and independent variables. So the usual caveats for using proxies apply.
The results of the study are specific to the non-financial firms listed to the ASX, as our sample excludes financial firms. The data requirements to fit the models forced us to use a small number of 45 firms having positive profits during the ten-year study period. Although these are unlikely to constrain the statistical analysis and affect the results, as we had 450 data points to analyse in a pooled time-series and cross-sectional framework, generalizing the results for all firms (other than the sampled firms) becomes limited due to the nature of empirical model used.

Empirical evidence by further such research in other countries will validate this result. Also, being constrained by the model requirements, it  analyses a small number of firms with positive earnings, further extension may be directed in developing a model to include all types of firms in a large sample size to confirm our findings. Also, it was beyond the scope of the present study to examine the reasons for the revealed positive effect of leverage, an immediate extension of this study might, therefore, be to look for the particular reasons for the effects of leverage separating the tax and non-tax effects of leverage and in different tax system as well.

Table 1: Effects Debt-Equity Choices on Total Value (V1) of the Firms

(Dependent Variable = V1/FA)

	Indep. Variables (
	Estimated Regressions

	
	1 (TD)
	2 (TIBD)
	3 (LD)

	(X(-(R)/FA
	12.861

(16.575)*
	13.789

(18.386)*
	13.827

(18.488)*

	GR (Growth)
	-0.677

(-1.750)***
	-0.616

(-1.593)
	-0.598

(-1.552)

	Risk (Beta)
	-0.066

(-1.410)
	-0.057

(-1.216)
	-0.052

(-1.114)

	DP (Dividend Paid)
	0.882

(3.870)*
	0.949

(4.195)*
	0.987

(4.399)*

	lnTAM3 (Size)
	0.520

(3.171)*
	0.557

(3.422)*
	0.533

(3.268)*

	TD/FA
	0.498

(2.736)*
	
	

	TIBD/FA
	
	0.385

(2.276)**
	

	LD/FA
	
	
	0.482

(2.491)*

	Adj-R2
	0.912
	0.912
	0.912

	Ak. Info. Crt.
	1.166
	1.179
	1.175

	H-value (Hausman)
	34.91

(pv=.000)
	44.39

(pv=.000)
	42.59

(pv=.000)


Notes:

*     Significant at 1% level.

**   Significant at 5% level.

*** Significant at 10% level.
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� See Haugen and Senbet (1986) for review of tax-literature and Harris and Raviv (1991) for non-tax literature.


� Graham (1996) also indicates the importance of tax benefits.


� While he derived leverage irrelevance with no taxes (MM, 1958),


� The formal derivation can be found in any finance textbook, including Brealey and Myers (1991).


� Although Miller’s (1977) theory was developed long after the bankruptcy costs theory, we discussed the former before bankruptcy theory to maintain the continuity with the irrelevance hypothesis since Miller (1977) also obtains leverage irrelevancy at the firm level.


� Arditti, Levy, and Sarnat (1977) obtained the same formula as Miller, but using an arbitrage argument, proved that this is an equilibrium relationship between the value of the levered and unlevered firms.


� Although MM (1958; 1963) recognized the existence of the probability of bankruptcy, they assumed that there is no bankruptcy (or bankruptcy is costless). 


� The last term in equation (4), cab be clarified by specifying the probability of bankruptcy as the probability that the firm’s cash flow is not sufficient to meet its financial obligation, that is, ([X(((D)], where X is the firm’s random cash flow and ((D) is its financial obligation. The firm’s financial obligation is a function of its use of debt financing. Given the firm’s probability distribution of cash flows, X, the increased use of financial leverage will, other things equal, increase the probability of bankruptcy or financial distress.





� See Jensen and Meckling (1976) for formal derivation.


� This paragraph largely borrows from Benge (1997).


� For a detailed discussion on CAPM and systematic risk see Mollik (2001) Chapter 5.


� Note that maximizing the market value is consistent with maximization of shareholders’ wealth.


� Total profit after-tax and interest would be (X-R)(1-(), X= earnings before interest and taxes as defined in the valuation equations in earlier chapters. Hence, profit after tax, but before interest would be (X-R)(1-()+R= X(1-( )+ (R. 


� If the earning in any period is zero or close to zero, the ratio becomes extremely large. Computing an average of the payout ratios over several years does not adequately deal with this problem, because one extreme year will still dominate the average. The result of our measure equals to a weighted average of yearly payout ratios, where each year’s weights are equal to the proportion of each year’s earnings to the total earnings over the averaging period.


� Since our analysis involves pooled time series and cross-sectional data, it is necessary to scale total assets by a stock variable, which reflects the general growth in the economy over time. We have experimented with the natural logarithm of total asset as well as with total value of the firm as measured in the V1 definition used in measuring the debt ratios, but the present measure was found to contribute more in terms of Adjusted R-square value in the estimated regressions.


� See Fama, E.F., (1977), Foundations of Finance (Basil Blackwell, Oxford, U.K.).


� Detailed discussion about the choice between these two models is available in Maddala (1993) and Johnston and Dinardo (1997).


� The individual firm-specific intercept term is suppressed, since the fixed effects estimator uses only the variation within an individual unit’s set of observations (i.e., within group estimation).


� This implies capital markets are strong /semi-strong form efficient. The weak-form efficiency of the ASX has been confirmed by Mollik (1998).
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